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1.1 Introduction

This document details the process of configuring DCUBE, EDK and RVW Reports in Reporting Data Server (RDS). 
Application Server – is the one in which the application transactions are performed and source of data for reporting data server.  It is also referred as RM server.

Reporting Data Server (RDS) – is the one into which the primary data server data populated using SQL server 2012 Always On. Identified reports are executed in the reporting data server. It also referred as Reporting RM server.
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1.2 SQL Server 2012 Always On Configuration 
1. Prerequisite 

· Need minimum two servers.

· Microsoft Windows Server 2008 R2 / 2012 Enterprise Edition.

· Microsoft SQL Server 2012 Enterprise Edition.

· Windows Failover Clustering configured between the hosts.

· As it was a cluster configuration, the SQL service account should run with domain account.

· Databases should be in FULL Recovery mode.
· Port 1433 and 5022 should be opened.

2. DatabaseS List
· Application database  (AVNAPPDB)

· Deployment Database (DEPDB)

· HRMS database (HRMS40)

· Workflow Database  (WFM40)

All Databases should be in FULL recovery mode

3. Always on Configuration Manual

The Embedded Microsoft Virtual lab document explains how to configure Always On.
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Refer the below Microsoft link to know more about SQL Server 2012 AlwaysOn. 
http://msdn.microsoft.com/en-us/sqlserver/gg490638
1.3 DCUBE Configuration and Design
Refer the embedded document for DCUBE configuration and design.
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1.4 EDK Configuration and Design
Refer the embedded document for EDK configuration and design.
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[bookmark: Introduction]
1. Introduction:

	This document explains the steps involved in deployment and usage of DCube – Data OU feature.

 

[bookmark: deployment]2. Deployment: 

DCUBEII:

	This component holds the DCube definitions. Installation procedure for this component is same as that of any VirtualWorks component. This component should be deployed in a OU that should hold the DCube definitions.



		Application Server :

			To be deployed in ‘GAC’ folder

				1. DcubeII.dll  

		Web Server :

			To be deployed in ‘ActivityAssemblies’ folder.

				1. dcube_defineview.dll  

				2. Dcube_inquiries.dll 

			To be deployed in ‘IIS/<Components>’ folder

1. Dcube_defineview_defineview.htm

Dcube_defineview_defineview_user.js

		RM Server :	

			To be deployed in Dcube RM database server.	 

				1. SetupDCUBEII.bat 

      Note: 

		Before executing the above batch file, user has to ensure the actual deployment database name is updated in the following script file

.../Table/Appln/DcubeII_Views.sql. 

DCUBEII_IS:

	This component does the actual process of fetching the data from the Data OU. Hence, this component should be deployed in all OUs from where DCube will have to fetch data (including the OU in which DCUBEII component is deployed). Installation procedure for this component is same as that of any VirtualWorks component.

	Application Server :

			To be deployed in ‘GAC’ folder

				1. DCUBEII_IS.dll  

	RM Server :	

			To be deployed in Dcube RM database server.	 

				1. SetupDCUBEII.bat 

			2. SetupDCUBEII_IS_DEP.bat (executed in Deployment database)

[bookmark: Multiou]
3. DCube – Data OU Usage

Data OU allows you to fetch data from a user configured OU which may be separate from the OU where the DCube definitions are stored.



Combo “Data OU” is available in the entry page of “Define View” activity as shown below.

	[image: ]



If a DCube View is configured to be executed in a specific OU by specifying “Data OU”, the process of fetching data will happen in that OU. If the “Data OU” is blank, the fetching of data will happen in the launching OU. Views that have been published without this feature, will work the same way as before.
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EDK Report using Reporting Data Server (RDS) Development Guidelines

Version 1.0b


Pre-Requisites

EDK Version  - 	EDK 2.1 Patch CD 3 with hot fixes up to Fix43-RVW_.NET_9716  or Higher.

Aviation Product version – 5.5.55 or Higher

Report Design Time

1. Define  new Action pattern  with  required properties  and  additionally “Configure Alternate Database Required  “  for enabling the offline report  capability

For Enabling the Offline reporting capability for the EDK report task  , Define  new action with Properties  associated to existing action pattern , additionally  associate the Action pattern Property “Configure Alternate Database Required” .Action pattern with attribute “Configure Alternate Database Required””  will add one method  (method sequence 1 ) in the Report service Which will return Connection String .

2. Meta data needs to be published  for the offline reporting enabled report task . This is used as reference data to configure the RDS during implementation time.



    Table name :  depdb..Avn_RDS_repots



    Column Name :

    	     rds_Component    - Report task component

    	     rds_Activity	    - Report task activity

    	     rds_UI	  	    - Report Task Screen

    	     rds_Report_task   - Reprot Task name  

	     rds_SERVICENAME   - Report Task service Name

	     rds_created_date  - Metadata creation date   



3.  Call the  SP  “depdb..Avn_RDS_report_Connstr_sp” in offline enabled report task’s first method ends with “_AD” that  will return connectionstring 

from metadata based on input parameter and Business component name and report service Name.

      Input: ouinstance	,  

    		 User       ,  

    	 	 Language   , 

    		 Service    ,  

    		 Role 	,    

    	 	 componentName

OUTPUT:  connectionstring



Report Implementation Time

The following steps to be performed to configure the EDK reports execution on Reporting Data Server.

Data needs to be populated for the RDS reporting enabled report task .

    Table name :  depdb..Avn_RDS_repot_setting



    Column Name :

     rds_OU_Instance  - OU Instance of Report Execution, Mandatory

    	     rds_Component    - Report Task Component, Mandatory

    	     rds_Activity	    - Report Task Activity

    	     rds_UI	  	    - Report Task User Interface 

    	     rds_Report_task  - Report Task 

	     rds_SERVICENAME  - Report Task service name, Mandatory

	     rds_Connectionstring – Report Data Server Conenction String

	     rds_created_date    - Data set up date 

	     rds_Created_by	- Data Created By  

	     rds_modified_date   - Data Modified Date 

	     rds_modified_by   	- Data Modified By



Connection String Format: 

data source=<servername>;database=<databasename>;user id=<username>;password=<password>
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Working With SQL Server 2012 AlwaysOn 
Availability Groups 
 


Objectives 
After completing this lab, you will be better able to: 


 Configure a Windows Failover Cluster 


 Configure a new Availability Group using the Availability Group Wizard 


 Enable a secondary replica in a Availability Group for read-only operations 


 Connect to the primary replica using the Availability Group listener virtual 
name 


 Perform backups of databases in an Availability Group 


 Monitor an Availability Group using the Dashboard and DMVs 


 Perform a failover of an Availability Group 


Scenario 
In this lab, you will learn to use the new Availability Group feature in SQL Server 
2012 to provide a high availability and disaster recovery solution to an 
application with multiple databases.  This lab will teach you how to create an 
Availability Group and how to configure a virtual name to allow the application 
to seamlessly failover.  You will also learn how to monitor the Availability Group 
status using the new management views. 


Estimated Time to 
Complete This Lab 


 


45 Minutes 


Computers used in this 
Lab   EMU-SQL1 


    


  EMU-SQL2 


 


  EMU-SQL3 


 


The password for the Administrator account on all computers in this lab is: 
pass@word1 
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Exercise 1 
Configuring Windows Server Failover Clustering 
 


Scenario 
In this exercise, you will configure a group of SQL Servers as nodes in the same Windows Server Failover Cluster, 
which is a pre-requisite for creating an Availability Group in SQL Server 2012.  Creating a failover cluster in 
Windows Server 2008 R2 is a simple task that is accomplished using the Failover Cluster Manager. 


 


Tasks Detailed Steps 


Complete the following 
task on: 


 EMU-SQL1 


1. Installing the Failover 
Clustering Feature on 
Each of the SQL 
Server Nodes 


a. In Hyper-V Manager, right-click the EMU-SQL1 virtual machine, and click 
Connect. 


b. Click the Server Manager icon in the task bar. 


c. In the Server Manager console, right-click on the Features node, and click Add 
Features. 


d. Select the Failover Clustering feature on the Select Features page and then click 
Next. 


e. Click Install on the Confirm Installation Selections page. 


f. When the installation has finished, click Close on the Installation Results page. 


g. Connect to the EMU-SQL2 virtual machine. 


h. Repeat steps b-f for the EMU-SQL2 virtual machine. 


i. Connect to the EMU-SQL3 virtual machine. 


j. Repeat steps b-f for the EMU-SQL3 virtual machine. 


Complete the following 
task on: 


 EMU-SQL1 


2. Validating the Cluster 
Configuration 


a. On the EMU-SQL1 virtual machine, go to the Server Manager console. 


b. Expand the Features node and then click on the Failover Cluster Manager. 


c. In the Management section, click Validate a Configuration. 


d. Click Next on the Before you Begin page. 


e. Click Browse. 


f. Enter the names for each of the servers, separated by semicolons: EMU-SQL1; 
EMU-SQL2; EMU-SQL3. 


g. Click Check Names. Correct them if any of them cannot be found. Then click OK. 


h. Once the servers are verified, click Next. 


i. On the Testing Options page, select Run all tests (recommended), and click Next.  
(Alternatively, you can specify the tests to run and exclude the Disk Tests from 
the validations since no shared disks exist for the cluster configuration) 


j. On the Confirmation page, click Next to start the validation testing of the cluster 
nodes.  The cluster validation tests will take several minutes to complete. 


k. When the validation tests complete, a Summary dialog will appear allowing you 
to view the validation report for the environment.  Click View Report and look for 
any failures in the configuration.  (Ignore any warnings about the IP 
configuration.) 


l. Click Finish to close the dialog. 


Complete the following 
task on: 


a. In the Failover Cluster Manager, in the Management section, click the Create a 
Cluster link. 


b. Click Next on the Before you Begin page. 
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Tasks Detailed Steps 


  EMU-SQL1 


3. Creating the Failover 
Cluster 


c. On the Select Servers or a Cluster page, click Browse. 


d. In the text box to enter object names, type EMU-SQL1;EMU-SQL2;EMU-SQL3 and 
click Check Names. 


e. Once the names are verified, click OK. 


f. Click Next. 


g. On the Access Point for Administering the Cluster page, in the Cluster Name box, 
type EMU-Cluster. 


h. In the Address box next to the 192.168.31.0/24 network, type 192.168.31.10. 


i. Click Next. 


j. On the Confirmation page, click Next.  It will take a few minutes to build the 
failover cluster and complete. 


k. On the Summary page, review the report and then click Finish to close the dialog. 
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Exercise 2 
Configuring an Availability Group 
 


Scenario 
In this exercise, you will configure the SQL Server instances for the High-Availability and Disaster Recovery solution 
(HADR) to support the creation of Availability Groups, and then create an Availability Group containing multiple 
databases required to support an application.  The Availability Group will allow you to failover the group of 
databases together to one of the replicas in the environment, increasing availability and redundancy in the 
environment. 


 


Tasks Detailed Steps 


Complete the following 
task on: 


 EMU-SQL1 


1. Setting up the 
Environment 


a. Connect to the EMU-SQL1 virtual machine. 


b. Go to Start | All Programs | Microsoft SQL Server 2012, and click SQL Server 
Management Studio. 


c. For the Server Name, write EMU-SQL1, and click Connect. 


d. Click New Query. 


e. Copy and paste the following snippet in the query window, and press F5. 


DECLARE @Drop_AGs NVARCHAR(MAX) = '' 


 


SELECT @Drop_AGs = 'DROP AVAILABILITY GROUP ' + QUOTENAME(name) + '; 


' FROM sys.availability_groups; 


 


EXECUTE (@Drop_AGs); 


GO 


DROP ENDPOINT [Hadr_endpoint] 


GO 


 


IF DB_ID('AppDB') IS NOT NULL 


BEGIN 


    ALTER DATABASE [AppDB] SET SINGLE_USER WITH ROLLBACK IMMEDIATE; 


    DROP DATABASE [AppDB]; 


END 


GO 


IF DB_ID('ConfigDB') IS NOT NULL 


BEGIN 


    ALTER DATABASE [ConfigDB] SET SINGLE_USER WITH ROLLBACK IMMEDIATE; 


    DROP DATABASE [ConfigDB]; 


END 


GO 


IF DB_ID('SecurityDB') IS NOT NULL 


BEGIN 


    ALTER DATABASE [SecurityDB] SET SINGLE_USER WITH ROLLBACK IMMEDIATE; 


    DROP DATABASE [SecurityDB]; 


END 


GO 


 


CREATE DATABASE [AppDB]; 


GO 


ALTER DATABASE [AppDB] SET RECOVERY FULL; 
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Tasks Detailed Steps 


GO 


CREATE DATABASE [ConfigDB]; 


GO 


ALTER DATABASE [ConfigDB] SET RECOVERY FULL; 


GO 


CREATE DATABASE [SecurityDB]; 


GO 


ALTER DATABASE [SecurityDB] SET RECOVERY FULL; 


GO 


 


USE AppDB; 


GO 


IF OBJECT_ID('TestTable') IS NOT NULL 


BEGIN 


    DROP TABLE TestTable; 


END 


GO 


 


CREATE TABLE TestTable 


    (RowID INT IDENTITY PRIMARY KEY,  


    Col1 INT,  


    Col2 CHAR(10) DEFAULT('ABC123'),  


    Col3 NCHAR(20) DEFAULT('789XYZ')); 


GO 


 


DECLARE @StartTime DATETIME = CURRENT_TIMESTAMP; 


DECLARE @loop INT = 1; 


 


BEGIN TRANSACTION 


WHILE @loop <= 100000 


BEGIN 


    INSERT INTO TestTable (Col1) VALUES (@loop); 


    SET @loop = @loop + 1; 


END 


COMMIT TRANSACTION 


SELECT DATEDIFF(ms, @StartTime, CURRENT_TIMESTAMP) AS Table1_Time; 


GO 


 


UPDATE TestTable 


SET Col1 = RowID; 


GO 


 


USE master 


GO 


 


BACKUP DATABASE [AppDB] TO DISK = N'NUL'; 


BACKUP DATABASE [ConfigDB] TO DISK = N'NUL'; 


BACKUP DATABASE [SecurityDB] TO DISK = N'NUL'; 


GO 


f. Close the query window, and click No when asked to save changes. 


g. Click Disconnect in Object Explorer. 


h. Click Connect in Object Explorer. 
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Tasks Detailed Steps 


i. For the Server Name, write EMU-SQL2, and click Connect. 


j. Click New Query. 


k. Copy and paste the following snippet in the query window, and press F5. 


DROP ENDPOINT [Hadr_endpoint]; 


GO 


 


IF DB_ID('AppDB') IS NOT NULL 


BEGIN 


    ALTER DATABASE [AppDB] SET SINGLE_USER WITH ROLLBACK IMMEDIATE; 


    DROP DATABASE [AppDB]; 


END 


GO 


IF DB_ID('ConfigDB') IS NOT NULL 


BEGIN 


    ALTER DATABASE [ConfigDB] SET SINGLE_USER WITH ROLLBACK IMMEDIATE; 


    DROP DATABASE [ConfigDB]; 


END 


GO 


IF DB_ID('SecurityDB') IS NOT NULL 


BEGIN 


    ALTER DATABASE [SecurityDB] SET SINGLE_USER WITH ROLLBACK IMMEDIATE; 


    DROP DATABASE [SecurityDB]; 


END 


GO 


l. Click Disconnect in Object Explorer. 


m. Click Connect in Object Explorer. 


n. For the Server Name, write EMU-SQL3, and click Connect. 


o. Press F5 to run the previous snippet once again, but this time on the EMU-SQL3 
SQL instance. 


p. Close SQL Server Management Studio. 


Complete the following 
task on: 


 EMU-SQL1 


2. Enabling the 
AlwaysOn High 
Availability Service 


a. While connected to the EMU-SQL1 virtual machine, go to Start | All Programs | 
Microsoft SQL Server 2012 | Configuration Tools, and open the SQL Server 
Configuration Manager. 


b. Click on SQL Server Services, right-click on SQL Server (MSSQLSERVER), and then 
select Properties. 


c. Click on the AlwaysOn High Availability tab, and then check the box for Enable 
AlwaysOn Availability Groups. 
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Tasks Detailed Steps 


  


d. Click the OK button to close the dialog. 


e. Click the OK button on the Warning box that pops up stating that any changes 
made will require the service to be stopped and restarted to take effect. 


 


f. Right-click on SQL Server (MSSQLSERVER), and then click Restart to restart the 
instance of SQL Server. 


g. Connect to the EMU-SQL2 virtual machine. 


h. Repeat steps b-g. 


i. Connect to the EMU-SQL3 virtual machine. 


j. Repeat steps b-g. 


Complete the following 
task on: 


  EMU-SQL1 


3. Enabling the 
AlwaysOn High 
Availability Service 
Using PowerShell 


Note: It is possible to enable the AlwaysOn High Availability service using the 
PowerShell Enable-SqlAlwaysOn Cmdlet for all of the instances using SQLPS.  However, 
the current requirement for adding startup trace flag 9532 to support multiple replicas 
requires that the instance properties are manually configured and the instance 
restarted using the SQL Server Configuration Manager. 


You do not need to perform the following task, unless something went wrong enabling 
the AlwaysOn High Availability service previously 


a. While connected to the EMU-SQL1 virtual machine, open a PowerShell window 
with elevated Administrator privileges. 


b. At the PS prompt, type SQLPS and press Enter. This will load the SQL Server 
PowerShell modules. 


c. Type, or copy and paste the following command: 


Enable-SqlAlwaysOn -PATH SQLSERVER:\SQL\EMU-SQL1\Default -FORCE 


d. This will perform the same actions as steps b-d above and force a restart of the 
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Tasks Detailed Steps 


SQL Server instance on the EMU-SQL1 virtual machine. 


Complete the following 
task on: 


  EMU-SQL1 


4. Creating an 
AlwaysOn 
Availability Group 
Using the Wizard in 
SQL Server 
Management Studio 


a. While connected to the EMU-SQL1 virtual machine, go to Start | All Programs | 
Microsoft SQL Server 2012, and click SQL Server Management Studio. 


b. In the Connect to Server dialog, for the Server Name, write EMU-SQL1, and click 
Connect. 


c. In Object Explorer, expand the Databases node. 


d. Right-click on the AppDB database, and then click on Properties to open the 
database properties dialog. 


e. Click on Options and ensure that the Recovery model is set to Full. 


f. Click OK. 


g. To perform a full backup of the AppDB database, right-click on the database, go to 
Tasks, and then click on Back Up. 


h. Click Add. 


i. Specify a Filename and Location for the backup. 


j. If there’s any NUL destination for Backups, select it, and then click Remove. 


k. Click OK to perform the backup. 


l. Click OK on the information dialog informing the backup was successful. 


m. Repeat steps d-l for the ConfigDB and SecurityDB databases. 


n. In Object Explorer, expand the Always-On High Availability node. 


o. Right-click on the Availability Groups node, and then select New Availability 
Group Wizard. 


 


p. On the Specify Availability Group Name page, in the Availability group name box, 
type EMU-AG1, and then click Next. 
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Tasks Detailed Steps 


 


q. On the Select Databases page, check the box next to the AppDB, ConfigDB, and 
SecurityDB databases, and then click Next. 


Note: These are the databases that are critical to our application’s functionality and 
must failover simultaneously in the event of a failure affecting any of the databases. 


The wizard automatically validates each of the databases in the current instance of 
SQL Server to determine if it meets the requirements for participation in an Availability 
Group.  The prerequisites for the databases are: 


Must be a user database.  System databases cannot be in an Availability Group. 


Must be a read_write database in multi_user mode. 


Must be in full recovery and have a full backup taken. 


Cannot use auto_close. 


Cannot belong to another Availability Group or be configured for Database Mirroring. 
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Tasks Detailed Steps 


 


r. On the Specify Replicas page, click the Add Replica button and then connect to 
EMU-SQL2 using Windows Authentication to add it to the list of replicas. 


s. Check the Automatic Failover (Up to 2) checkboxes for the EMU-SQL1 and EMU-
SQL2 instances 


t. Check the Synchronous Commit (Up to 3) check boxes for the EMU-SQL1 and 
EMU-SQL2 instances, if not checked. 
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Tasks Detailed Steps 


 


u. Click on the Endpoints tab and review the endpoint configuration information.  No 
changes are required to this tab to setup the Availability Group. 
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Tasks Detailed Steps 


 


v. Click on the Backup Preferences tab and review the backup configuration options 
for the Availability Group.  The default setting is for backups to Prefer Secondary, 
which offloads backup operations the configured secondary server if one is 
available. 
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Tasks Detailed Steps 


 


w. Click on the Listener tab and ensure that the Do not create an availability group 
listener now option is selected, and then click Next. This is skipped in the wizard 
due to the lack of DHCP configuration in the lab environment.  We will configure 
an Availability Group Listener with a static IP address as a separate exercise later 
in this lab. 
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Tasks Detailed Steps 


 


x. On the Select Data Synchronization page, in the Specify a shared network 
location accessible by all replicas box, type in \\EMU-SQL1\Backup. This location 
has been pre-configured to allow connectivity from the SQL Server Service account 
being used by the SQL Server services on the EMU-SQL1, EMU-SQL2, and EMU-
SQL3 instances 


y. Click Next. 
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Tasks Detailed Steps 


 


z. On the Validation page, review the Result for each of the checks to ensure that 
there are no failures. If any of the validation checks fails, click on the link for the 
failure to receive further information about the cause of the failure and how to 
remediate the problem. 
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Tasks Detailed Steps 


 


aa. Click Next and review the information to check that everything is correct. 


bb. Click Finish. It will take a few minutes for the Availability Group to be created by 
the wizard.  


Note: The Availability Group Wizard will connect to each of the instances specified and 
create an endpoint named Hadr_endpoint for use by the availability group to 
communicate between replicas.  It will then create the Availability Group on the 
primary replica and join the secondary replicas into the Availability Group.  Once the 
Availability Group is formed the wizard will begin the process of joining the databases 
into the Availability Group by performing a full backup of the first primary database to 
the shared location and then restoring the backup onto each of the secondary replicas 
using WITH NORECOVERY to leave the database available for additional restore 
operations. Once the full backup has been restored on all the secondary replicas, a 
transaction log backup of the primary is performed to the shared folder, which is then 
restored on the secondary replicas to prime the database for joining the Availability 
Group.  Once this step is complete, the database is joined into the Availability Group, 
and the process repeats for the remaining databases being configured in the 
Availability Group. 


cc. Once the creation completes, review the Summary for any failures and if all steps 
succeed correctly, click the Close button to close the dialog. 
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Exercise 3 
Configuring an Availability Group Listener 
 


Scenario 
In this exercise, you will configure the Connection Director Listener for the EMU-AG1 Availability Group previously 
created.  The Availability Group Listener is a resource of the Windows Server Failover Cluster that provides the 
virtual name for the Availability Group to allow connections to be directed to the server in the Primary Replica role 
automatically. 


 


Tasks Detailed Steps 


Complete the following 
task on: 


 EMU-SQL1 


1. Creating a New 
Availability Group 
Listener 


a. While connected to the EMU-SQL1 virtual machine, go to Start | All Programs | 
Microsoft SQL Server 2012, and click SQL Server Management Studio. 


b. In the Connect to Server dialog, for the Server Name, type EMU-SQL1, and click 
Connect. 


c. In Object Explorer, expand the AlwaysOn High Availability | Availability Groups | 
EMU-AG1 node. 


d. Right-click on the Availability Group Listeners node and then click Add Listener. 


 


e. On the New Availability Group Listener dialog, type EMU-AG1Listener for the 
Listener DNS Name. 


f. Type 1433 for the Port. 


g. Click the dropdown for Network Mode and change the value from DHCP to Static 
IP. 


 


h. Click Add. 


i. Ensure that the Subnet dropdown shows 192.168.31.0/24. 


j. Type 192.168.31.7 in the IPv4Address text box, and then click OK. 
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k. Click OK. 


l. Click OK to create the Availability Group Listener for the EMU-AG1 Availability 
Group. 


 


Note: The Script button at the top of the dialog can be clicked to script the operation. 


m. Go to Start | Administrative Tools, and click the Failover Cluster Manager. 


n. Expand EMU-Cluster | Services and applications, and click on EMU-AG1. 


o. Notice that the new Availability Group Listener has been added to the failover 
cluster services as a cluster resource for the EMU-AG1 cluster resource group. 


p. Expand the Name: EMU-AG1Listener resource to see that the IP address 
192.168.31.7 has been configured as a dependency for the resource. 


q. Go to SQL Server Management Studio, and in Object Explorer click Connect | 
Database Engine. 


r. Type EMU-AG1Listener for the Server Name, and click Connect. 
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s. Click New Query. 


t. Copy and paste the following query, and then press F5. 


SELECT @@SERVERNAME AS [ServerName]; 


GO 


 


u. Notice in the results of that query that the Listener is connected to the EMU-SQL1 
instance in the Availability Group. 


v. Switch back to the Failover Cluster Manager and right-click on the EMU-AG1 
node under Services and applications. Go to Move this service or application to 
another node, and then click on the 2-Move to node EMU-SQL2. 


 


w. When the Please confirm action dialog pops up, click on Move EMU-AG1 to EMU-
SQL2, and then wait for the cluster resources to all show Online status. 
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x. Switch back to SQL Server Management Studio, and in the window with the 
SELECT @@SERVERNAME query, press F5 to execute it. 


y. Check that the server now is the EMU-SQL2. 


 


z. Failover of the Availability Group can also be managed from within SQL Server 
Management Studio as well.  To perform a failback of the Availability Group to 
the EMU-SQL1 server, in Object Explorer, expand the AlwaysOn High Availability 
| Availability Groups node. 


aa. Right-click on the EMU-AG1 node and then click on the Failover menu item. 
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bb. Click Next on the Introduction page. 


cc. On the Select New Primary Replica page, the EMU-SQL1 instance will be selected 
by default.  Click Next. 


 


dd. On the Connect to Replica page, click the Connect button at the right of the EMU-
SQL1 Server Instance. 


ee. Click Connect in the Connect to Server dialog. 


ff. Click Next. 
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gg. Review all the information, and click Finish to perform the failover. 
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hh. Click Close. 


ii. Switch back to SQL Server Management Studio, and in the window with the 
SELECT @@SERVERNAME query, press F5 to execute it. 


jj. Check that the connection window is automatically redirected to the EMU-SQL1 
instance for the Availability Group. 
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Exercise 4 
Read-Only Secondaries 
 


Scenario 
In this exercise, you will configure a new asynchronous secondary replica in the Availability Group and make use of 
this replica for read-only access to the databases.  This replica can be used for reporting, as an ETL extraction 
source or for off-loading read activity by an application from the primary replica to balance the I/O load across 
multiple servers. 


 


Tasks Detailed Steps 


Complete the following 
task on: 


 EMU-SQL1 


1. Adding a New 
Secondary Replica to 
an Existing 
Availability Group 


Note: If the business requirements dictate that it is necessary to maintain a 
synchronous replica in high-availability mode separate from the Read-Only Secondary, 
a new asynchronous secondary can be added to the Availability Group for use as a 
read-only secondary. 


a. While connected to the EMU-SQL1 virtual machine, go to Start | All Programs | 
Microsoft SQL Server 2012, and click SQL Server Management Studio. 


b. In the Connect to Server dialog, for the Server Name, type EMU-SQL1, and click 
Connect. 


c. In Object Explorer, expand the AlwaysOn High Availability | Availability Groups 
node. 


d. Right-click on the EMU-AG1 Availability Group and click on Add Replica. 


 


e. Click Next on the Introduction screen. 


f. Click Connect All, and then click Connect on the Connect to Server dialog. 


g. Click Next. 
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h. Click Add Replica. 


i. In the Connect to Server dialog, type EMU-SQL3 as the Server Name, and then 
click Connect. 


j. Click the Readable Secondary dropdown for the new replica, and change the 
value to Yes.  


Note: The Yes option allows any connection to be made but for read-only access to the 
database.  This option is compatible with older clients that may not be able to specify 
that they are making a read-only connection explicitly in the connection string. 


k. Click Next. 
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l. Ensure that the Full option is selected on the Select Initial Data Synchronization 
page and that the \\EMU-SQL1\Backup network share is configured for the 
Specify a shared network location accessible by all replicas text box. 


m. Click Next. 
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n. On the Validation page, review the Result column for each of the checks to ensure 
that there are no failures, and then click Next. 
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Note: If any of the validation checks fails, you can click on the link for the failure to 
receive further information about the cause of the failure and how to remediate the 
problem. 


o. Click Finish on the Summary screen to configure the new Secondary Replica in the 
Availability Group. 
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Note: You can click Script at the right-bottom of this window to generate a SQLCMD 
script in a new Management Studio window, which will perform the necessary 
changes to the Availability Group. 
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p. Click Close. 


Complete the following 
task on: 


 EMU-SQL1 


2. Connecting to a 
Read-Only 
Secondary Replica 


Note: If the business requirements dictate that it is necessary to maintain a 
synchronous replica in high availability mode separate from the Read-Only Secondary, 
a new asynchronous secondary can be added to the Availability Group to use as a 
read-only secondary. 


a. In SQL Server Management Studio, in Object Explorer, click Connect | Database 
Engine. 


b. In the Connect to Server dialog, in Server Name, type EMU-SQL3. 


c. Click Connect. 


 


d. Click New Query. 


e. Copy and paste the following code in the query window, and press F5. 
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USE AppDB 


GO 


SELECT * FROM TestTable; 


GO 


INSERT INTO TestTable DEFAULT VALUES; 


GO 


f. Check the SELECT statement returns 100000 rows from the TestTable table in the 
AppDB database.  The INSERT statement should also return an error similar to the 
following: 


Msg 3906, Level 16, State 1, Line 1. 


Failed to update database "AppDB" because the database is read-only 


Note: When long running queries are executed against a read-only secondary, redo of 
DDL operations can be blocked by the long running query.  While read-only workloads 
use row versioning to remove blocking contention on the secondary database, schema 
locks for stability are still acquired and released in the database when queries are 
executed. 


DDL operations are blocked by these schema locks during the redo operations on the 
secondary replica.  This type of blocking can be monitored with the 
sqlserver.lock_redo_blocked Extended Event. 


g. Go to File | New, and click Query with Current Connection. 


h. Copy and paste the following code to setup the Extended Events Session for the 
sqlserver.lock_redo_blocked event. You can also find this code in the 1-
ReadOnlyDDLBlocks.sql file, in the Source\Assets folder for this lab. 


-- If the Event Session exists Drop it 


IF EXISTS (SELECT 1 FROM sys.server_event_sessions WHERE name = 


'LockRedoDDLBlocked') DROP EVENT SESSION [LockRedoDDLBlocked] ON SERVER; 


GO 


-- Create Event Session 


CREATE EVENT SESSION [LockRedoDDLBlocked] ON SERVER 


ADD EVENT sqlserver.lock_redo_blocked 


ADD TARGET package0.ring_buffer; 


GO 


-- Alter the Event Session to start its collection 


ALTER EVENT SESSION [LockRedoDDLBlocked] ON SERVER 


STATE = START; 


GO 


i. Press F5 to execute it. 


j. Delete the previous code from the query window. 


k. Copy and paste the following code to begin a long running read-only query on the 
EMU-SQL3 read-only copy of the AppDB database. You can also find this code in 
the 2-LongRunningReadOnlyQuery.sql file, in the Source\Assets folder for this 
lab. 


USE AppDB; 


GO 


 


SELECT a1.*, a2.* FROM TestTable AS a1 CROSS JOIN TestTable AS a2; 


GO 


l. Press F5 to execute it. 


m. In SQL Server Management Studio, in Object Explorer, click Connect | Database 
Engine 
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n. In the Connect to Server dialog, type EMU-AG1Listener for the Server Name, and 
then click Connect. 


o. Go to File | New, and click Query with Current Connection. 


p. Copy and paste the following code to add a new column to the TestTable in the 
AppDB database on the primary replica. You can also find this code in the 3-
PrimaryReplicaDDLChange.sql file, in the Source\Assets folder for this lab. 


USE AppDB; 


GO 


-- Perform a DDL operation that can be blocked against the TestTable table 


IF EXISTS (SELECT 1 FROM sys.columns WHERE [object_id] = OBJECT_ID ('TestTable') 


AND [name] = 'NewCol') 


BEGIN 


   ALTER TABLE TestTable DROP COLUMN NewCol; 


END 


ELSE 


BEGIN 


   ALTER TABLE TestTable ADD NewCol NVARCHAR (10); 


END; 


GO 


q. Press F5 to execute it. 


r. Switch back to the EMU-SQL3 connection and open a new Query Window 
connected to EMU-SQL3 from File | New | Query with Current Connection. 


s. Copy and paste the following code to read the data collected in the Extended 
Events ring_buffer target for the event session created in step 4. You can also find 
this code in the 4-ParseExtendedEvents.sql file, in the Source\Assets folder for 
this lab. 


SELECT n.value('(event/@name)[1]', 'varchar(50)') AS event_name, 


DATEADD(hh,DATEDIFF(hh, GETUTCDATE(), CURRENT_TIMESTAMP), 


n.value('(event/@timestamp)[1]', 'datetime2')) AS [timestamp], 


n.value('(event/data[@name="resource_type"]/text)[1]', 'nvarchar(255)') AS 


[resource_type], n.value('(event/data[@name="mode"]/text)[1]', 'nvarchar(255)') AS 


[mode], n.value('(event/data[@name="owner_type"]/value)[1]', 'nvarchar(255)') AS 


[owner_type], n.value('(event/data[@name="transaction_id"]/value)[1]', 'bigint') AS 


[transaction_id], n.value('(event/data[@name="database_id"]/value)[1]', 'int') AS 


[database_id], n.value('(event/data[@name="lockspace_workspace_id"]/value)[1]', 


'nvarchar(255)') AS [lockspace_workspace_id], 


n.value('(event/data[@name="lockspace_sub_id"]/value)[1]', 'int') AS 


[lockspace_sub_id], n.value('(event/data[@name="lockspace_nest_id"]/value)[1]', 'int') 


AS [lockspace_nest_id], n.value('(event/data[@name="resource_0"]/value)[1]', 'int') AS 


[resource_0], n.value('(event/data[@name="resource_1"]/value)[1]', 'int') AS 


[resource_1], n.value('(event/data[@name="resource_2"]/value)[1]', 'int') AS 


[resource_2], n.value('(event/data[@name="object_id"]/value)[1]', 'int') AS [object_id], 


n.value('(event/data[@name="associated_object_id"]/value)[1]', 'bigint') AS 


[associated_object_id], n.value('(event/data[@name="duration"]/value)[1]', 'bigint') AS 


[duration] 


FROM 


( 


   SELECT td.query('.') as n FROM 


   ( 


      SELECT CAST(target_data AS XML) as target_data 


         FROM sys.dm_xe_sessions AS s  


         JOIN sys.dm_xe_session_targets AS t  
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         ON t.event_session_address = s.address 


         WHERE s.name = 'LockRedoDDLBlocked' 


         AND t.target_name = 'ring_buffer' 


   ) AS sub 


         CROSS APPLY target_data.nodes('RingBufferTarget/event') AS q(td) 


) as tab; 


Complete the following 
task on: 


  EMU-SQL1 


3. Summary 


Note: In this lab, you have learned how to configure Windows Server Failover 
Clustering to support enabling AlwaysOn Availability Groups in SQL Server 2012.  You 
have also learned how to create an Availability Group to support simultaneous 
failover of multiple databases, to enable multiple secondaries inside an Availability 
Group configuration, and how to use secondaries for read-only and backup activities. 


 






